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ABSTRACT

The seakeeping performances of wave piercing high speed catamaran (CAT-I) was computed and analyzed by different computational methods in this paper, and the purpose is to investigate the hydrodynamic characteristics of twin hull vessels for installing the motion suppressing devices such as RCS (Riding Control System). The potential flow method and viscous flow RANS (Reynolds Averaged Navier-Stokes) method were used for computations. The comparisons of results from different computational methods serve two objectives. The first one is for the verification purpose, and to ensure the accuracy of computations. Secondly, by comparing results with experimental data, the results not only show the numerical errors, but also reveal the different features of each method. For example, the viscous and nonlinear effects of forces and flow field can thus be identified. From the preliminary results, the comparisons between numerical predictions and experimental data show a good agreement for seakeeping performances, as well as some differences near the resonance frequencies. Overall, the viscous flow RANS method demonstrates better predictions in seakeeping based on the verification and validation analysis. This may due to the limitations of potential flow method, and further analysis is still ongoing.

1 INTRODUCTION

With the vigorous development of commercial activities, the choice and design of regional maritime transport is becoming more and more important. High-speed passenger ships have become one of the most important transport for maritime traffic in order to meet the requirements of safety and passenger comfort during navigation and the trend of high speed modern ships. For ship design, the catamaran has a large area of the work deck for transport purposes; Compared to a monohull with the same displacement, the catamaran has a larger transverse stability to increase navigation comfort, and high-speed planing type catamaran has smaller resistance in high speed to reduce the cost of navigation. The combination of these advantages is especially interesting for transportation of lightweight cargo, in particular when high service speeds can be maintained. The catamaran often used in high speed military boats, ferry or yacht and other passenger ships.

In the past, most catamaran vessels were designed as ferry vessels and operate in protected or restricted environments. But with economies of scale, catamaran were designed with the increasing length and forward speed to operate in a far more demanding open-sea environment. Moving away from the protected coastal area, the seakeeping properties of catamarans become more and more important (Adriaan Pieter VAN'T VEER)[1]. To improve the seakeeping capability of the catamaran in heavy waves, the concept of wave-piercing catamaran was conceived in 1983. The wave-piercing catamaran configuration consists of a centre bow, which provide reserve buoyancy in heavy waves, and two slender side hulls. The centre bow hull is connected with two side hulls by means of a cross structure, which offer useful deck area. This complex hull form shows outstanding seakeeping capability in waves (Soars, 1992)[2].
About the literature of the past, model test method, potential flow method and viscous flow RANS method are the main tools to investigate the catamaran motion in waves. The model test is the most efficient apparently, but the increasing development of computational techniques and numerical approach has made the potential theory method and CFD method possible to study on this issue. Comparing with model test may take a long period and need relatively high cost, potential theory method and CFD method are more efficient at a lower cost. On the other hand, CFD method can be effective to take into account for the viscous and all nonlinear effects such as the free surface broken, green water on deck and water entry of cross structure sufficiently.

This paper discusses CFD results for a wave piercing high-speed catamaran (CAT-I)[3] advancing in regular waves, and includes a rigorous verification and validation (V&V) study, prediction of seakeeping performances, and comparison with model experimental data. Simulations were performed with two different computational methods, potential flow method and viscous flow RANS method, to ensure the accuracy of computation and the different features of each method.

2 COMPUTATIONAL METHOD

The early applications of computational fluid dynamics (CFD) to seakeeping problems, involved solution techniques based on the assumptions of potential flows coupled with small amplitude motions. In 1957, Korvin-Kroukovsky and Jacobs [4] established a theory which made use of two dimensional derived numerical results of oscillating sections to assess the three dimensional overall ship hydrodynamic mass and damping coefficients for pitch and heave motion and head waves. This method, called the ordinary strip theory, is a zero speed potential slender-body theory in which the forward speed effect is included using a simple approximation. To simulate more complex motions of ship, Salvesen et al. (1970)[5] introduced a new strip theory that could predict heave, pitch, sway, roll and yaw, assuming potential flows, linear and harmonic oscillatory motions and ship lateral symmetry. In many problems the two dimensional effects dominate the flow and it is here that the strip-theory can predict the ship motions and loads with reasonable accuracy. However, when three-dimensional effects are prominent, for example in the flow behavior between the two hulls of a catamaran, it can be expected that strip theory will fail to predict the motions accurately. On the other hand, poor accuracy was reached in further strip theory based computations for horizontal plane motions, particularly for roll motion, due to its viscous nature. Faltinsen and Zhao (1991)[6] also state that Strip theory is questionable when applied at high speeds, since it accounts for the forward speed in a simplistic manner. Discrepancies between strip theory and experiments for higher speed vessels, or highly non-wall sided hull forms, have therefore motivated research to develop more advanced theories, such as the 3-D Rankine panel method and unsteady RANS methods. At present, CFD simulations have been also performed for more complex ship geometries. For example, Teresa Castiglione (2011)[7] simulated the seakeeping characteristics of the DELFT 372 catamaran in incoming regular head waves by RANS code. Comparison with strip theory solutions shows that the RANS method predicts ship motions with higher accuracy and allows the detection of nonlinear effects. Tahsin Tezdogan (2015)[8] performed a fully nonlinear unsteady RANS simulation to predict the ship motions and added resistance of a full scale KRISO Container Ship model by using a commercial RANS solver. The results are validated against available experimental data and are found to be in good agreement with the experiments.

This paper discusses CFD results for wave piercing high speed catamaran (CAT-I) advancing in regular head waves, and includes a rigorous verification and validation study, comparison with available experimental data. For the CFD simulation, the potential flow methods and viscous flow RANS method are applied to predict the seakeeping characteristics of wave piercing high speed catamaran in regular head waves by using the commercial CFD software "HydroStar" and "STAR-CCM+", respectively.

2.1 Numerical Method

The commercial CFD software "HydroStar", which was developed by Bureau Veritas, is based on the potential flow theory to solve the problem under the frequency domain and the assumption for small amplitude theory, and uses the three-dimensional panel method to discretize the model. Since the potential flow theory does not consider the viscous effect of the fluid, the software uses the artificial correction method to correct the viscous effect, especially the roll damping.
In STAR-CCM+, Navier-Stokes equations is solved to model the fluid flow around the ship body. There are a range of options provided by the STAR-CCM+ software package for solving the Navier-Stokes equations. These include Reynolds Averaging (with a number of options for closure of the turbulent stress terms), Large Eddy Simulation (LES), Detached Eddy Simulation (DES), and inviscid potential flow. The work presented here utilizes the Reynolds Averaged Navier Stokes Equations approach (RANS). The mean mass and momentum transport equation can be written as follows (CD-Adapco, 2016):

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot [\rho (\bar{v} - v_{g})] = 0
\]  

(1)

\[
\frac{\partial (\rho \bar{v})}{\partial t} + \nabla \cdot [\rho \bar{v}(\bar{v} - v_{g})] = -\nabla \cdot \bar{p} I + \nabla \cdot (T - \rho \bar{v} \bar{v}') + \mathbf{f}_b
\]  

(2)

Where \(\rho\) is the density, \(\bar{v}\) and \(\bar{p}\) are the mean velocity and pressure respectively, \(v_{g}\) is the reference frame velocity relative to the laboratory frame, \(I\) is the identity tensor, \(T\) is the stress tensor, and \(f_b\) is the resultant of the body forces (such as gravity and centrifugal forces).

2.2 Ship Geometry and Model Test

A full scale model of the CAT-I (Figure 1) catamaran models were used within this study. The main geometric characteristics of CAT-I catamarans are summarized in Table 1. Experiments with the CAT-I catamaran model were carried out in SSPA’s Maritime Dynamic Laboratory. During the model tests, the response amplitude operators (RAO) of the ship model for surge, sway, heave, pitch, roll and yaw motion related to the wave elevation at the center of gravity section were measured. The experimental data include the RAO of heave and pitch motion for CAT-I catamaran model advancing in regular head waves, at wave frequencies ranging from \(\omega = 0.5 \sim 1.3\) (rad/s). Figure 2 show some of the selected motion responses of the CAT-I at a nominal speed of 30 knots (Fn=0.77) in regular head waves.

Figure 1: Configuration of the wave-piercing catamaran (CAT-I)

![Figure 1](image)

(a) Heave RAO  
(b) Pitch RAO

Figure 2: Motion response of the CAT-I at 30Knots (head wave)
Table 1: Principal particulars of the CAT-I

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBP</td>
<td>40.50</td>
</tr>
<tr>
<td>Beam overall, B</td>
<td>12.50</td>
</tr>
<tr>
<td>Beam of each hull at LWL</td>
<td>3.40</td>
</tr>
<tr>
<td>Draught, D</td>
<td>1.50</td>
</tr>
<tr>
<td>Hull spacing between hull centre-line</td>
<td>9.10</td>
</tr>
<tr>
<td>Displacement (tonnes)</td>
<td>223.0</td>
</tr>
<tr>
<td>VCG</td>
<td>4.05</td>
</tr>
<tr>
<td>LCG aft of F.P.</td>
<td>24.01</td>
</tr>
<tr>
<td>Radius of gyration $K_{xx}$</td>
<td>4.37</td>
</tr>
<tr>
<td>Radius of gyration $K_{yy}$</td>
<td>11.32</td>
</tr>
<tr>
<td>Radius of gyration $K_{zz}$</td>
<td>11.89</td>
</tr>
</tbody>
</table>

2.3 Physics Modelling

Within the RANS solution approach to the Navier-Stokes equations, STAR-CCM+ offers a wide variety of turbulence modelling options. The turbulence model selected in this study was a Realizable K-Epsilon two-layer model, which is extensively used for industrial applications and provide a good compromise between robustness, computational cost and accuracy. The Volume of Fluid (VOF) method was used to model and position the free surface, either with a flat or regular wave. The VOF model uses the assumption that the same basic governing equations as those used for a single phase problem can be solved for all the fluid phases present within the domain, as it is assumed that they will have the same velocity, pressure and temperature. This means that the equations are solved for an equivalent fluid whose properties represent the different phases and their respective volume fractions. In this study, a second-order convection scheme was used throughout all simulations in order to accurately capture sharp interfaces between the phases. Figure 3 demonstrates how the free surface was represented in STAR-CCM+ by displaying the water volume fraction profile on the hull. In the figure, a value of 0.5 for the volume fraction of water implies that a computational cell is filled with 50% air. This value therefore indicates the position of the water-air interface, which corresponds to the free surface.

In order to simulate realistic ship behavior, a Dynamic Fluid Body Interaction (DFBI) model was used with the ship free to move in the pitch and heave directions for STAR-CCM+. The DFBI model enabled the RANS solver to calculate the exciting force and moments acting on the ship hull due to waves, and to solve the governing equations of rigid body motion in order to re-position the rigid body (CD-Adapco, 2016).

![Free surface representation on the ship hull](image)

2.4 Choice of the time step

The Courant number (CFL), which is the ratio of the physical time step (\( \Delta t \)) to the mesh convection time scale, relates the mesh cell dimension (\( \Delta x \)) to the mesh flow speed (\( U_0 \)) as given below:
\[ CFL = \frac{U \Delta t}{\Delta x} \]  

The Courant number is typically calculated for each cell and should be less than or equal to 1 for numerical stability. In STAR-CCM+, for the prediction of ship responses to incident regular waves, the \( CFL \) of free surface set below 0.5 to best capture VOF waves, as recommended by CD-Adapco (2016).

### 3 COMPUTATIONAL DOMAIN AND BOUNDARY CONDITIONS

In STAR-CCM+ computational domains for a seakeeping analysis in waves, an overset mesh was used to facilitate the motions of the full-scale CAT-I catamaran model. Compared to the overset mesh approach, which moves with the hull over a static background mesh of the whole domain, Rigid and deforming mesh motion methods have distinct disadvantages when simulating bodies with large amplitude motions. The rigid motion approach causes difficulties for free surface refinement, especially in pitch, and deforming meshes may lead to cell quality problems. For this reason, using the overset mesh approach saves computational costs, and allows the generation of a sufficiently refined mesh configuration around the free surface and the ship hull, without compromising the solution’s accuracy. Without the use of the overset mesh, simulating a full-scale ship model in waves would require a very high cell number, requiring much more computational power.

When using the overset mesh feature, two different regions were created to simulate ship responses in waves, namely background and overset regions. A general view of the computation domain with the Catamaran hull model and the notations of selected boundary conditions are depicted in Figure 4. It illustrates that a velocity inlet boundary condition was set in the negative x-direction, where incident regular waves were generated. The positive x-direction was modelled as a pressure outlet. The top and bottom boundaries were both selected as pressure outlet. The symmetry plane, as the name suggests, has a symmetry condition, and the side of the domain (positive y-direction) has a symmetry plane boundary condition as well. The top, bottom and side boundaries could have been set as a slip-wall or symmetry plane. The selection of boundary conditions from any appropriate combination would not affect the flow results significantly, provided that they are placed far enough away from the ship hull, such that the flow is not disturbed by the presence of the body. Also, the pressure outlet boundary condition was set behind the ship since it prevents backflow from occurring and fixes static pressure at the outlet.

![Figure 4: A general view of the background and overset regions and the applied boundary conditions](image)

#### 3.1 Wave Conditions

As stated previously, by using "HydroStar", the numerical simulations of CAT-I advancing in regular head waves were performed at a nominal speed of 30 knots and wave frequency ranging from \( \omega = 0.5 \sim 1.3 \) (rad/s). And for "STAR-CCM+", the numerical simulations of CAT-I were performed at a nominal speed of 30 knots and four difference wave frequency conditions, respectively 0.6, 0.8, 0.9, and 1.0 (rad/s), due to computational costs. The first order VOF wave modeled with a first order approximation to the Stokes theory of waves is adopted with wave height fixed at 1.0 m. The first order wave mentioned here is the wave that
generates regular periodic sinusoidal profile. It is also of note that the analyses were performed using deep water conditions.

### 3.2 Mesh Generation

Mesh generation was performed using the automatic meshing facility in STAR-CCM+, which uses the Cartesian cut-cell method. A trimmed cell mesher was employed to produce a high-quality grid for complex mesh generating problems. The computation mesh had areas of progressively refined mesh size in the area immediately around the ship hull, as well as the expected free surface and in the wake that was produced by the ship, to ensure that the complex flow features were appropriately captured. The refined mesh density in these zones was achieved using volumetric controls applied to these areas. The mesh was structured, rigid and body-fixed, so that motions of the body corresponded to the movement of grid points. The most refined mesh areas around the hull remained within the boundaries of the overset domain. When generating the volume mesh, extra care was given to the overlapping zone between the background and overset regions. To simulate ship motions in waves, the mesh was generated based on the guidelines for ship CFD applications from ITTC(2011b)[9]. According to these recommendations, a minimum of 80 cells per wavelength should be used on the free surface. Additionally, a minimum of 20 cells was used in the vertical direction where the free surface was expected. Figure 5 shows a cross-section of the computation mesh. The overset mesh region around the ship hull is also noticeable in Figure 5. Figure 6 shows the surface mesh on the CAT-I hull.

![Figure 5: A cross-section of the computation mesh](image1)

![Figure 6: Surface mesh on the hull](image2)

### 4 VALIDATION AND VERIFICATION

To quantify errors and uncertainties in CFD simulations by STAR-CCM+, verification and validation (V&V) was performed following the approach methodology (Xing and Stern, 2010)[10] for convergence study. Numerical errors and uncertainties are due to the numerical solution of the mathematical equations and include discretization errors, computer round-off errors, artificial dissipation and incomplete iterative and grid convergence. Verification procedure provides an estimation of the numerical errors, given by the sum of the iterative errors and of grid and time-step spacing errors. A minimum of three solutions is required to evaluate convergence with respect to the input parameters, so that the solutions changes for medium-fine, $\varepsilon_{2f} = S_2 - S_1$, and coarse-medium, $\varepsilon_{32} = S_3 - S_2$, solutions are computed. By the evaluation of their ratio,
The following convergence conditions are possible: (1) Monotonic convergence \((0 < R < 1)\); (2) Oscillatory convergence \((R < 0)\); and (3) divergence \((R > 1)\).

For monotonic convergence (1), the order of accuracy, \(p_{RE}\), and the error, \(\delta_{RE}\), are computed using the Richardson extrapolation (RE) method. For numerical uncertainties, several methods can be used, including the correction factor (CF) method and the factor of safety (FS) method. Within the last method, a better distance metric, \(P\), to the asymptotic range is used instead of the correction factor and is defined as the ratio of \(p_{RE}\) to \(p_{th}\):

\[
p = \frac{p_{RE}}{p_{th}}
\]

When the solutions are in the asymptotic range, then \(p_{RE} = p_{th}\).

However, in many circumstances, solutions are far from the asymptotic range such that \(p_{RE}\) is greater or smaller than \(p_{th}\). One of the improvements of the FS method, with respect to the CF method, is that it overcomes the too small uncertainty estimates for \(p_{RE} > p_{th}\). Furthermore, it achieves an overall 95% confidence interval for the estimated uncertainty to bound the true error. The FS method uncertainty, \(U_{FS}\), is given by:

\[
U_{FS} = FS(P)|\delta_{RE}| = \begin{cases} 
(2.45 - 0.85P)|\delta_{RE}| & 0 < P \leq 1 \\
(16.4P - 14.8)|\delta_{RE}| & P > 1
\end{cases}
\]

The numerical uncertainty, \(U_{SN}\), is composed of the iterative, \(U_I\), grid, \(U_G\), and time-step, \(U_T\), uncertainties:

\[
U_{SN}^2 = U_I^2 + U_G^2 + U_T^2
\]

Modeling errors are due to the assumptions and approximations in the mathematical representations of the physical problem, which include geometry, boundary conditions, mathematical governing equations and turbulence models. Validation procedure gives an estimation of the modeling errors, \(\delta_{MA}\), and uncertainties, by using benchmark experimental data. The validation uncertainty, \(U_V\), is computed as:

\[
U_V^2 = U_D^2 + U_{SN}^2
\]

Where \(U_D\) is the uncertainty of the experimental data.

The comparison error, \(E\), is defined as the difference between the experimental data, \(D\), and the simulation results, \(S\):

\[
E = D - S
\]

When \(|E|\) is within the \(\pm U_V\) interval, the solution is validated at the \(U_V\) level, otherwise the sign and magnitude of \(E\) are used to estimate the error deriving from the modeling assumptions.

The near-resonant physical conditions for heave motions were selected for V&V study \((Fn = 0.77, \alpha = 0.9 \text{ rad/s, wave high} = 0.5 \text{ m})\), as the large ship motions, expected in this condition, make this the worst-case test. The verification parameters are the RAO of heave and pitch motions, \(A_j\) and \(A_s\), respectively.
4.1 Verification Studies

A systematic time step converge study was carried out with a time step refinement ratio of $\gamma_T = 2^{1/2}$ on the finest grid, while a grid convergence study was conducted on the medium time step. In order to verify the mesh-independence of the solution, medium and coarse mesh were generated by coarsening the finer grid by $1/\sqrt{2}$ in each direction with a tri-linear interpolation algorithm, so that the grid distribution and shape could be as close as possible to the original shape. The resulting coarse, medium and fine grid sizes are 0.5, 1.2 and 2.5 million, respectively (Table 2). Iterative convergence was assessed, in that the residuals of each flow variable drop four orders of magnitude after 5 iterations per time step. Furthermore, $U_I$ values for each variable range within $0.05(\%S_I) < U_I < 0.2(\%S_I)$, so that they are negligible in comparison to the grid and time-step errors.

Results for grid and time step convergence studies are summarized in Table 3. Monotonic convergence was achieved ($0 < R_G < 1$) for $A_3$ and $A_5$; therefore the generalized Richardson extrapolation (RE) was used in estimating the grid order of accuracy, $p_G$, and the grid error $\delta_G$. The FS method was used to compute the numerical errors and uncertainties, $U_G$. Results show that $P_G$ ranges within $0.25 < P_G < 0.5$, indicating that the solutions are far from the asymptotic range ($P_G = 1$). The same approach was applied for the time step convergence study. The monotonic convergence between solutions was assessed ($0 < R_T < 1$). Results show that the solutions are closer to the asymptotic range for all the variables ($0.9 < P_T < 1.1$). By a comparison between grid and time step studies, $U_G$ values are higher than $U_T$, which is relatively small. Therefore, grid errors are the significant source of numerical uncertainty. Overall, verification results can be considered satisfactory for RAO of ship motions, as the numerical convergence was achieve.

<table>
<thead>
<tr>
<th>Table 2: Grids</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Coarse</td>
</tr>
<tr>
<td>Overset</td>
</tr>
<tr>
<td>Background</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Verification of RAO of heave and pitch motions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_G$</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>$A_3$</td>
</tr>
<tr>
<td>$A_5$</td>
</tr>
</tbody>
</table>

4.2 Validation Studies

To determine modeling errors, the numerical results were compared to the experimental data. As the uncertainty in experimental data is not given, fairly low value of $U_D=2.5\%$ of the data was assumed. The validation uncertainty, $U_V$, and the comparison error, $E$, defined as the difference between data and the numerical value of the finer simulation ($E = D - S_I$) were calculated for $A_3$ and $A_5$. The values are summarized in Table 4. For RAO of heave motion, $A_3$, in fact, the comparison error, $E$, is less than the validation uncertainty, $U_V$, hence it is validated at the $U_V$ level of $9.5\%D$. RAO of pitch motion, $A_5$, is also validated at the $U_V$ level of $10.4\%D$.

Results indicate that improvements are still necessary for computations involving unsteady problems. Nonetheless, the validation results can be considered encouraging for such a complicated calculation and are reasonable if compared to the literature (Teresa Castiglione, 2011).
Table 4. Validation of RAO of heave and pitch motions

<table>
<thead>
<tr>
<th></th>
<th>$U_a(%S_1)$</th>
<th>$U_T(%S_1)$</th>
<th>$U_{3h}(%D)$</th>
<th>$U_{4h}(%D)$</th>
<th>$U_{T}(%D)$</th>
<th>$E(%D)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_3$</td>
<td>9.95%</td>
<td>3.79%</td>
<td>10.08%</td>
<td>2.50%</td>
<td>10.39%</td>
<td>3.33%</td>
</tr>
<tr>
<td>$A_4$</td>
<td>9.75%</td>
<td>2.38%</td>
<td>9.15%</td>
<td>2.50%</td>
<td>9.48%</td>
<td>7.97%</td>
</tr>
</tbody>
</table>

5 RESULTS AND DISCUSSION

This section will outline the simulation results achieved during this study, and will also provide some comparison with experimental results and the results from potential flow theory. It will then present a discussion on the observation of the results.

Figure 7 show the numerical results of heave and pitch motions as a function of wave frequency, $\omega$. RAOs are computed both by HydroStar and STAR-CCM+. The RAO of heave and pitch motions are defined, respectively, as:

$$A_3 = \frac{x_3}{a} \quad (9)$$

$$A_4 = \frac{x_4}{a} \quad (10)$$

Where $a$ is the wave amplitude and $x_3$ and $x_4$ are the heave and pitch motion response in regular head waves. Heave and pitch motions are referred to the center of gravity of the ship.

For HydroStar, There is a good correlation between numerical and experimental results except the one around the resonance region of pitch motions. The experimental measurements are lower than numerical predictions. This may be due to the three-dimensional panel method cannot consider the nonlinear effects and the ship geometry above the water line. For STAR-CCM+, there is satisfactory agreement among all results. The comparison between numerical and experimental results shows a good agreement.

![Figure 7](image-url)  
(a) Heave RAO  
(b) Pitch RAO

Figure 7: Motion response of the CAT-I at 30Knots (head wave)
6 CONCLUSION

This paper discusses CFD results for wave piercing high speed catamaran (CAT-I) advancing in regular head waves, and includes a rigorous verification and validation study, comparison with available experimental data. The seakeeping performances of CAT-I was computed and analyzed by potential flow method and viscous flow RANS method.

To quantify errors and uncertainties in CFD simulations by STAR-CCM+, verification and validation (V&V) was performed following the approach methodology for convergence study. For RAO of heave motion, the comparison error is less than the validation uncertainty, hence it is validated at the $U_f$ level of 9.5%$D$. RAO of pitch motion is also validated at the $U_f$ level of 10.4%$D$. Results indicate that improvements are still necessary for computations involving unsteady problems.

For the CFD simulation, the potential flow methods and viscous flow RANS method are applied to predict the seakeeping characteristics of CAT-I in regular head waves by using the commercial CFD software "HydroStar" and "STAR-CCM+", respectively. For HydroStar, there is a good correlation between numerical and experimental results except the one around the resonance region of pitch motions. The experimental measurements are lower than numerical predictions. For STAR-CCM+, there is satisfactory agreement among all results. The comparison between numerical and experimental results shows a good agreement.

Overall, the viscous flow RANS method demonstrates better predictions in seakeeping based on the verification and validation analysis. This may be due to the three-dimensional panel potential flow method cannot consider the nonlinear effects and the ship geometry above the water line.
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